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Overview 

ÅTraditional trial designs and some of the problems with them 

ÅWhy we may want to think about doing things differently 

ÅThings that we could do differently, and better 

ÅSome specific topics 

ÅIssues in statistical methods and interpretation of trial 

evidence 

ÅBayesian statistical methods 

ÅMultiple outcomes 

ÅAdaptive trials 

 

 

 

 

 



INTRODUCTION 

 

What are we doing in trials? 

Are we doing it well? 



Why do things differently? 

ÅEfficiency 

Ålimited funding 

Ådifficulty of recruitment 

Åtime taken to get trials completed 

Åevaluate interventions one at a time 

ÅRestricted patient numbers 

ÅNew sorts of question - require new trial designs 

ÅMany trials donôt answer important clinical questions well 

 



Traditional trial design 

Å2 arms 

ÅSingle primary outcome 

ÅSample size (ñpowerò) calculation 

ÅFixed sample size 

ÅNo interim decisions 

ÅAnalysis using frequentist statistical methods; significance 

testing and confidence intervals 

ÅInterpretation based on significance of primary outcome 



Conceptual issues 

ÅWhat are we actually trying to find out? 

ÅUnrealistic expectations 

ÅTrials not always able to be conclusive 

ÅTrials designed specifically to find statistically significant 

differences 

ÅNot always a sensible goal 



Design issues 

ÅPrimary outcome 

ÅSample size calculations 

Conduct issues 

ÅFixed recruitment 



Analysis and Interpretation issues 

ÅInefficient use of data 

ÅStatistical methods 

ÅAnalysing outcomes separately 

ÅInterpretation based on primary outcome 

ÅDichotomisation of evidence:  

Åsignificant/non significant outcomes 

Åñpositiveò/ònegativeò trials 
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STATISTICAL METHODS 

AND INTERPRETATION  

OF TRIAL RESULTS 



Evidence and statistics 

ÅStatistical methods are the link from data to 
conclusions and actions 

Å If you want to learn from data when there is 
uncertainty, you need statistics 



Frequentist statistics 

ÅP-values, null-hypothesis significance testing, confidence intervals 

ÅTrial analyses usually produce an estimate of the treatment effect, a 

p-value and a confidence interval 



p-values / significance tests 

ÅProbability that the null hypothesis is true 

ÅProbability that the result is due to chance alone 

ÅP < 0.05 means  

Å the difference is real 

Å the difference is unlikely to be due to chance 

Å the null hypothesis is false (or probably false) 

Å treatment benefit has been proved 

Å <5% chance that the null hypothesis is true 

ÅP > 0.05 means 

Å there is no difference 

Å the treatment is not effective 



Confidence intervals 

ÅRange in which we expect the true effect to lie 

ÅPlausible range of treatment effects 

ÅRange with 95% probability of including real value 

Å In 95% of replicates, estimate will fall within this range 

ÅValues near the centre are more likely than values near the ends 

(probability distribution) 

 





Correct interpretation: p-value 

The probability, under the assumption of no effect or 

no difference (null hypothesis) of getting a result equal 

to or more extreme than what was actually observed. 

ÅSo p < 0.05 (a statistically significant result) means that if the null 

hypothesis is true and you repeat the trial many times, youôre unlikely 

to get a result as extreme 

ÅNull hypothesis being wrong is one possible reason for that 

ÅOnly about the one specific null hypothesis of zero difference 

 



Spence & Stanley  
Frontiers in Psychology 13 Nov 2018 



Correct interpretation: confidence interval 

A 95% CI is an interval created by a method that 

ensures that it will include the true value in 95% of 

replicates of the experiment 

 

 

 

ÅBest interpretation of a single interval: ña range of values that is 

compatible (i.e. not statistically significantly different from) the point 

estimate.ò 



Criticisms 

Principle 3. Scientific conclusions and business or policy decisions should 

not be based only on whether a p-value passes a specific threshold. 



Criticisms 





HR = 0.70 

95% CI 0.47, 1.02 



Example: OPTIMISE 

Main outcome: major complications or 30-day mortality 
Intervention: 36.6%; Control: 43.4%  RR 0.84, 95% CI: 0.71, 1.01 



Traditional frequentist results 

ÅOften misinterpreted; donôt mean what people think 

ÅHard to understand 

ÅNot very clinically relevant 

Not answering the right questions 

 ÅGive us probability of data if hypothesis is true 

ÅWe want to know the opposite: what is the probability of any value of 

the treatment effect, given the data that the trial has found? 

ÅNot surprising that people are confused! 



BAYESIAN STATISTICAL METHODS 

or 

PROBABILITY-BASED STATISTICS 

 



Bayesians versus frequentists 



You don't know 
the power of 
the dark side. 



Use probability  to represent uncertainty 

Uses .ŀȅŜǎΩǎ theorem 

Result (posterior distribution) is a probability distribution 

Probability of all possible values of treatment effect, 
given the data 

Bayesian methods 



Give us relevant answers 
ïWhat are the likely treatment effects, given the data? 

Understandable and useful results 
ïProbability that treatment superior 

ïProbability that difference is clinically important 

Result is a probability distribution (unlike CI) 

Gets away from artificial dichotomy (significant/non-
significant) 

Allows incorporation of existing information 

Really good for adaptive trials 

 
 

Bayesian methods 



Conditional probability 

The probability of X given that Y happens. 

 

Probability of rain tomorrow given that today is sunny. 

 

Probability that a patient has a disease, given that he 
has tested positive for it. 

 

Probability that a drug is beneficial, given the data we 
have collected in a trial. 



.ŀȅŜǎΩǎ theorem 

Posterior 
probability of 
treatment effect (A) 
given the data (X) 

The data 

Prior probability of 
treatment effect (A) 



Answer a different (more relevant) 
question than traditional methods 
 
What is the probability of every possible 
value of the parameter, given the 
observed data, and what we knew already 
(and the statistical model)? 



Bayesian methods 

Prior combined with data (likelihood) to give posterior 
distribution. 

Shows probability of all possible values of the parameter 



Bayesian methods: output 

Å Result is posterior distribution for 
parameter(s) of interest e.g. 
treatment effect 

Å This can be used to derive other 
things 

ïProbability of benefit or effect > 0 

ï interval with 95% probability 
(credible interval, highest density 
interval) 

 



Bayesian methods and trials 

Posterior distribution allows calculation of useful probabilities 
that are not available from traditional analyses 
ïProbability of benefit or harm 

ïProbability that effect is greater than a threshold for clinical 
usefulness 

ïProbability of equivalence or non-inferiority 

ïProbability that each treatment is the best (or is better than control 
by a specified amount) 

ïPredictive probabilities: given the current data, what is the 
probability distribution of treatment effects that we would find if 
we recruited another 100 patients, repeated the study, etc  

 



OPTIMISE: Bayesian analysis 
Credits: Ewen Harrison (Edinburgh) and Liz Ryan (Birmingham) 

Probability of RR < 1 (any benefit): 0.973 
Probability of RR between 0.9 and 1.1 (clinical equivalence): 0.22 
Probability of RR < 0.9 (important benefit): 0.78 
Range with 95% probability of true effect: 0.699 to 0.998 



A bit about priors 

ÅThe prior is an important part of Bayesian analysis 

ÅAllows incorporation of existing knowledge, if that is desired 

ÅSometimes thought to be a bit subjective ï influence results by 

picking a favourable prior 

ÅBUT with a reasonable quantity of data, prior wonôt matter 

ÅAND using an explicit prior is just formalising something we all do 

anyway 

 



Results of an RCT 

An intervention for mild traumatic brain injury 

Placebo controlled, fully blinded trial 

Outcome: 1-5 symptom scale, lower = better  

 

Difference (intervention ς control): 

 -0.50, 95% CI -0.90, -0.15, p=0.01 

Could this be a useful intervention? 



Homeopathy 

Chapman EH, Weintraub RJ, Milburn MA, Pirozzi TO, Woo E (1999). 
Homeopathic treatment of mild traumatic brain injury: a randomized, 
double-blind, placebo-controlled clinical trial. Journal of Head Trauma 
Rehabilitation; 14: 521ς542. 



Conclusion 
 

Prior probabilities are REALLY IMPORTANT  

ŜǾŜƴ ƛŦ ȅƻǳ ŀǊŜƴΩǘ ŘƻƛƴƎ .ŀȅŜǎƛŀƴ ŀƴŀƭȅǎŜǎ 

 

 
Bayesian analysis forces you to do think about prior probabilities and 
provides a formal method for doing this 

How often is this discussed in the NEJM? 



ADAPTIVE TRIALS 

 


